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**1. SVM （支援向量機）的訓練過程**

* 我們要找到一條「分界線」（超平面）把 +1 / -1 的資料分開。
* 目標：讓這條線的「間隔 (margin)」最大。
* 數學上：
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* w⃗：超平面的法向量（權重）
* b：偏差項（bias）
* ξi：每個樣本的**錯誤容許值**（slack variable）
* C：懲罰係數（控制間隔與錯誤之間的權衡）
* n : 樣本總數

![](data:image/png;base64,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)

這個問題沒有直接解，只能用「最佳化演算法」算出來。

解法有兩種思路：

**1.對偶解法**：得到
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### 說明：

* αi∗：對偶問題的最適解（由 QP 算法求出，不是手算）
* yi：第 i 筆資料的標籤（+1 或 -1）
* x⃗i：第 i筆資料的特徵向量
* n：訓練樣本的數量

**2.梯度下降法**：每次根據誤差更新：
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### 其中：

* Δw⃗：權重的更新量（變化值）
* η：學習率（learning rate），控制更新步伐大小
* ∇w⃗L：損失函數 LLL 對權重 w⃗\vec{w}w 的梯度（偏導數）
* w⃗←w⃗+Δw⃗：用新的權重替代舊權重，完成一次更新

## 2. MLP（多層感知機）的訓練過程

* 一個 MLP 的結構是：

**輸入 → 加權相加 → 激活函數 → 下一層 → … → 輸出**

* **目標**：讓模型輸出接近真實標籤（分類問題通常用交叉熵損失函數 Cross-Entropy Loss）

### 訓練步驟：

1. **前向傳播 (Forward Propagation)**  
   將輸入資料依序通過每層的加權相加和激活函數，計算出模型的預測值。
2. **計算損失 (Loss Calculation)**  
   根據預測值與真實標籤，計算損失函數，衡量預測錯誤的大小。
3. **反向傳播 (Backpropagation)**  
   利用鏈式法則，從輸出層開始往回計算每個權重對損失的梯度。
4. **更新權重 (Weight Update)**  
   用梯度下降法更新權重：
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* + η：學習率（learning rate）
  + ∇w⃗L：損失函數對權重的梯度

┌─────────────┐

│ SVM 訓練 │

└──────┬──────┘

│

(1) 定義 hinge loss：

\[

L = \frac{1}{2} \|w\|^2 + C \sum\_i \max(0, 1 - y\_i (w \cdot x\_i + b))

\]

│

(2) 計算梯度（次梯度 Subgradient）：

\[

\nabla\_w L = w - C \sum\_{i \in \text{錯誤樣本}} y\_i x\_i

\]

\*「錯誤樣本」指 \( 1 - y\_i (w \cdot x\_i + b) > 0 \) 的樣本

│

(3) 更新權重：

\[

\Delta w = - \eta \nabla\_w L

\]

\[

w \leftarrow w + \Delta w

\]

│

(4) 重複步驟 (2)(3) 直到收斂（梯度足夠小或達最大迭代次數）

### 幾個重點說明：

* **hinge loss** 是非光滑函數，所以梯度是用「次梯度(Subgradient)」概念。
* 梯度中，只有在「違反 margin 條件」的樣本（錯誤樣本）才會對梯度有貢獻。

┌─────────────┐

│ MLP 訓練 │

└──────┬──────┘

│

(1) 前向傳播 (Forward Propagation)：

輸入 \( x \) 經過權重 \( W\_1 \) → 激活函數 → 權重 \( W\_2 \) → softmax → 預測值 \( \hat{y} \)

│

(2) 計算損失 (Loss Calculation)：

使用交叉熵損失函數：

\[

L = -\sum\_i y\_i \log(\hat{y}\_i)

\]

│

(3) 反向傳播 (Backpropagation)：

計算各層權重的梯度：

\[

\nabla\_{W\_1} L, \quad \nabla\_{W\_2} L

\]

│

(4) 更新權重 (Weight Update)：

\[

\Delta W = - \eta \nabla\_W L

\]

\[

W \leftarrow W + \Delta W

\]

│

(5) 重複步驟 (1)-(4) 直到收斂

## 重要重點整理

* **SVM**  
  透過 **hinge loss** 搭配 **梯度（次梯度）更新** 來訓練模型。
* **MLP**  
  透過 **前向傳播（forward）** 計算預測值，接著用 **反向傳播（backprop）** 計算梯度，再更新權重。
* **共同點**  
  兩者的權重更新公式相同：
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也就是說，權重都透過「沿著損失函數梯度的反方向」做更新。